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Client Overview:
• Different data formats from different equipment OEMs
• Timely availability of network performance data
• Analytics and Multi-dimensional reporting

Challenges / Key Objectives:
• Different data formats from different equipment OEMs
• High volume of data, and Speed/ Performance

• Timely availability of network performance data
• Duplicate transactional data from the source
• Analytics and Multi-dimensional reporting

Solution / Project Engagement:
• Development of end-to-end data management solution
• Big Data – Assessments, POCs, and Architecture
• Data from different OEMs – Consolidation, aggregation, and Process
• Network performance data and analytics - identified and developed
• Call performance data and reports

Technical Environment:
• SQL Server, Oracle, Apache Kafka, Apache Hadoop, Netezza, Tableau, MicroStrategy

Benefits / Value to Customer: 
• Files Processed Daily
• Records Processed Daily
• Columns Per table
• Data Volume
• Daily Data Processing

Continuous Journey Of Data Matured Organization



Client Overview:

• The Client embarked on data migration and application migration to enhance customer satisfaction. 

• Multiple Systems are poorly integrated and causing huge delay in Vendor request processing
• Increasing in data volumes are causing increase in expenses Multi -fold

• Reduced customer satisfaction due to delayed services
• Their Event data and vendor management is happening on the SAP Hana In the memory system

• Growing data volumes and performance requirements, making the SAP system costly

Challenges / Key Objectives:

• Data from the sources systems is spread in around 270+ tables and for every activity, 8 TB of data is to be scanned making it  complicated. 
• Event data that is required for Vendor Management and Vendor analytics need to move to a new system implemented in Cassandra

• Also the Applications associated with the same are to be moved to the new system with 0 downtimes. 
• Data from 270+ Tables to be transformed and loaded to 27 Target tables and the data volume to be processed to be reduced to 2 TB

• For application migration, we had to develop Java-based Micro services intermediate layer so that the change from SAP to Cassandra has no impact on 
Already running Vendor Management and Analytics systems

Solution / Project Engagement:

• Data from the source tables need to be extracted, quality assessment and reporting to be done, transformation and load to target tables to be 

performed. 
• Once the transformation is complete a set of reconciliation reports is to be provided to ensure the data migration status in terms of a successful 

migration, fallout reports, and their root cause. 
• Separation of Vendor related information from Transactional systems

• Setup Cassandra cluster exclusive to Vendor, Transportation & Logistic Management
• Data Migration & Application Migration

• Setup Ingestion channels to update the Vendor system with required transactional data

Technical Environment:

• SAP HANA, Oracle, Excel, OTSI’s DMT, Cassandra

Benefits / Value to Customer: 
• An estimated data migration time of 84 hours got reduced to 13 hours with the usage of DMT for migration.

• Vendor management capability got improved from 12 to 32(Max at that time) with capability to handle future needs of vendor management also

Customer Delight Focused Application & Data Migration



Client Overview:
• Transactional data gets distributed across different applications and no validation of correctness
• Databases of Different types: Oracle, SAP Hana, Cassandra causing integration issues
• Improper customer services due to Data Latency causing customer dissatisfaction

Challenges / Key Objectives:
• Transactional data gets distributed across different applications and no validation of correctness
• Databases of Different types: Oracle, SAP Hana, Cassandra causing integration issues
• Improper customer services due to Data Latency causing customer dissatisfaction
• Insufficient number of Recon Reports - Not giving 360◦ view
• No Standard Practices for Reconciliation
• Their data is spread across multiple systems and data from various transactions move to various systems in the backend.
• Due to issues in the existing solutions, data loss and data population delays are not properly tracked.
• This is causing a lot of issues causing challenges in customer handling and vendor support.
• There is no proper reporting system that can help proper actions.

Solution / Project Engagement:
• Implemented DMT based Reconciliation
• Developed new Recon Reports as required
• Integration of Multiple Data sources for Data Reconciliation
• Maintained an Oracle DB to handle Data Latency
• Automated Reconciliation process and triggering reports through mail Generate and Publish Exception reports
• DMT configured on a 3 Node Hadoop cluster is used as a reconciliation engine as it can connect to multiple sources and targets of different technology
• Reconciliation system is designed in a way that a lag of 7 days can be handled and on the 8th data will that is not reconciled will be reported for some of the cases.
• A set of 120 reports were developed and presented through the Oracle-based Apex web system while the DMT is doing the backend work of generating the required 

reporting information using Control-M scheduling tool

Technical Environment:
• Apache Cassandra, Oracle, SAP, Microsoft Excel, OTSI’s Data management tool

Benefits:
• Report Count 
• Data Usage
• Complaint Reduction
• Data Delay Tolerance of 7 Days
• 8th Day Automated Exception Reports
• Improved Data trust

Reconcile Multiple Systems



Client Overview:

• The client initiated phased data migration from on-premise Oracle DB to Mongo DB 

• Multiple Independent Oracle-based applications implemented are poorly integrated
• Too many stored procedures and their usage degrading the performance

• Analytics reports are underutilized due to reduced trust and no single source of truth
• Data Duplication is a severe issue and causes process overhead

• Existing solution for managing their transactions is spread across multiple systems with different technologies. 

Challenges / Key Objectives:

• An integrated analytics solution with a Single Source of Truth has to be established.
• A Very large number of services data with highly complex transformations need to be converted into 32 Complex collections

• Data of Different services are to be converted to new collections in a phased manner. This leads to updates of already create d MongoDB collections also 
adding to the complexity

Solution / Project Engagement:

• Implemented a MongoDB-based central store for Analytics and Integration services
• Migrated 47 Million accounts in a phased manner that are segregated as Prepaid and Postpaid accounts

• Removed data duplications and built a single source of truth

• Streamlined the Migrated data with Integration checks by various related applications that include REST API, etc.
• DMT served as a Migration tool with highly complex transformations and distinct Source and Target systems

• DMT is used as the ETL tool for the entire data migration as it has the capability to connect to a variety of sources and targets

Technical Environment:
• Oracle, MongoDB, OTSI’s Data Management Tool

Benefits / Value to Customer: 

• A 3 Node Hadoop cluster for better parallelism was used as DMT can be integrated with Hadoop

• Rule Driven Approach for the ETL operations saved a lot of time and cost
• Data Quality reports and Reconciliation reports are to generate for each phase of migration and ensure the auditability of th e data flow

Phased Data Migration from On-Prem OracleDB 
to MongoDB



Client Overview:
• Business required development of a new thin web-based front-end for MSO agents.  The new  web-based  application also required to provide 

customer  acquisition , care functionalities and a  back-office tool. 

Challenges / Key Objectives:
• This project is aimed to provide a personalized workflow portal application  that runs on Websphere application portal to automate their business 

processes and facilitate their operations , completion of execution of their work orders, communication between various departments and users of 
this work flow application. Due to large user base and high traffic, application was not performing as planned  and encountered several production 

issues.

Solution / Project Engagement:
• OTSI  was involved in development, testing and implementation of the application using J2EE technology
• Application was developed implementing MVC design pattern
• Agile / Scrum development methodology was implemented
• Application testing using Junit testing
• OTSI was involved for  the maintenance and production support needs of  the application .
• OTSI was requested to enhance the performance of the application. 
• OTSI implemented  the best practices for IBM Websphere portal and successfully resolved the performance issues.
• Resolved Portal administration issues which significantly improved the performance.
• Implemented best practices for Portal Security.
• Achieved desired performance benchmarked for the application.

Technical Environment:
• J2EE, Oracle 9i, WebSphere Portal 6.1, WebSphere Application Server 6.x IBM Portlet API, PUMA, Servlets, JSP, UML, SOAP, Portlet, Spring, Oracle 

10g, Hibernate, JSF, AJAX, IBM Rational Software Development 6.0.1.

Benefits / Value to Customer: 
• Improved Execution SpeedCost & Time efficiencyCustomer SatisfactionHighly Reliable Infrastructure

Telecom Company – Java Development & Support



Client Overview:
• Business required development of a new thin DevOps Implementation.  The new  web-based  application also required to provide customer  

acquisition , care functionalities and a  back-office tool. 

Challenges / Key Objectives:
• Professional consulting
• Creating projects in OpenShift
• Creating and managing new jobs in Jenkins

• Enable micro-service deployments
• Manage dev, test, staging and production applications, server
• Process Automation Needed

Solution / Project Engagement:
• Enabled Jenkins jobs that creates the projects in OpenShift, aws , azure and creates the CI Jenkins jobs and GitLab pipelines with-in the project.
• Enabled CD jobs using fabric which creates docker images, push to nexus, GitLab registry creates HE LM templates, and deploys  to OpenShift , Aws , 

and Azure projects.
• Enabled  sonar analysis for early finding of code smells and test coverage.

Technical Environment:
• J2EE, Oracle 9i, WebSphere Portal 6.1, WebSphere Application Server 6.x IBM Portlet API, PUMA, Servlets, JSP, UML, SOAP, Portlet, Spring, Oracle 

10g, Hibernate, JSF, AJAX, IBM Rational Software Development 6.0.1.

Benefits / Value to Customer: 
• Improved Execution Speed; Cost & Time efficiency; Customer Satisfaction; Highly Reliable Infrastructure

Telecom Company – Devops Implementation
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